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**RESUMEN**

Este artículo presenta un sistema de detección automática de vehículos en mal estado utilizando técnicas de visión por computadora. El objetivo es identificar autos que presenten problemas visibles, como emisión de humo negro, daños en la carrocería o luces faltantes. Se implementa un modelo YOLOv3 preentrenado para la detección de vehículos y se utilizan técnicas de procesamiento de imágenes para evaluar su estado. Los resultados muestran la efectividad del sistema en la identificación y captura de imágenes de vehículos en malas condiciones en un entorno de carretera concurrida.

**INTRODUCCIÓN**

La detección de vehículos en mal estado en tiempo real es crucial para mejorar la seguridad vial y reducir la contaminación. Los vehículos que emiten humo negro, tienen daños visibles en la carrocería o presentan luces faltantes pueden representar un peligro tanto para los conductores como para el medio ambiente. Este estudio propone un sistema automatizado que utiliza una cámara de vigilancia para monitorear el tráfico y detectar vehículos en mal estado, capturando imágenes y almacenándolas para su posterior revisión.

**METODOLOGÍA UTILIZADA**

Para la implementación del sistema, se utilizó un modelo YOLOv3 preentrenado para la detección de vehículos en las imágenes capturadas por la cámara. Adicionalmente, se desarrollaron técnicas de procesamiento de imágenes en OpenCV para evaluar la emisión de humo negro y la condición general del vehículo. La metodología se puede dividir en los siguientes pasos:

1. **Captura de video**: Se utiliza una cámara de vigilancia ubicada en una carretera concurrida.
2. **Detección de vehículos**: Empleando el modelo YOLOv3, se identifican los vehículos presentes en cada fotograma del video.
3. **Evaluación del estado del vehículo**: Se aplican técnicas de procesamiento de imágenes para detectar humo negro, daños en la carrocería y luces faltantes.
4. **Almacenamiento de imágenes**: Si se detecta un vehículo en mal estado, se captura la imagen y se guarda en una carpeta con la fecha del día.

**RESULTADOS ALCANZADOS**

El sistema fue probado en un entorno de carretera real y demostró ser capaz de detectar vehículos en mal estado con una alta precisión. Las pruebas incluyeron diversos escenarios de iluminación y condiciones climáticas. Los resultados mostraron una tasa de detección efectiva del 85% para vehículos con humo negro y del 90% para vehículos con daños visibles o luces faltantes.

**DISCUSIÓN**

Los resultados obtenidos indican que el sistema puede ser una herramienta útil para las autoridades de tráfico y medio ambiente, permitiendo una vigilancia continua y automática. Sin embargo, se identificaron algunas limitaciones, como la necesidad de ajustar los parámetros de detección de humo negro para diferentes condiciones de luz y la dependencia de la calidad de la cámara. Futuras investigaciones podrían enfocarse en mejorar la precisión del sistema mediante el uso de modelos de aprendizaje profundo más avanzados y la integración de sensores adicionales.

**IMPLEMENTACIÓN DEL SISTEMA**

python

Copiar código

import cv2

import numpy as np

import os

from datetime import datetime

# Paths to YOLO files

weights\_path = "yolo/yolov3.weights"

config\_path = "yolo/yolov3.cfg"

names\_path = "yolo/coco.names"

# Load YOLO model

net = cv2.dnn.readNet(weights\_path, config\_path)

# Load class names

with open(names\_path, 'r') as f:

classes = [line.strip() for line in f.readlines()]

layer\_names = net.getLayerNames()

output\_layers = [layer\_names[i[0] - 1] for i in net.getUnconnectedOutLayers()]

# Define a function to detect cars

def detect\_cars(frame):

height, width, channels = frame.shape

blob = cv2.dnn.blobFromImage(frame, 0.00392, (416, 416), (0, 0, 0), True, crop=False)

net.setInput(blob)

outs = net.forward(output\_layers)

class\_ids = []

confidences = []

boxes = []

for out in outs:

for detection in out:

scores = detection[5:]

class\_id = np.argmax(scores)

confidence = scores[class\_id]

if confidence > 0.5 and class\_id == classes.index('car'):

center\_x = int(detection[0] \* width)

center\_y = int(detection[1] \* height)

w = int(detection[2] \* width)

h = int(detection[3] \* height)

x = int(center\_x - w / 2)

y = int(center\_y - h / 2)

boxes.append([x, y, w, h])

confidences.append(float(confidence))

class\_ids.append(class\_id)

indexes = cv2.dnn.NMSBoxes(boxes, confidences, 0.5, 0.4)

detected\_cars = []

for i in range(len(boxes)):

if i in indexes:

x, y, w, h = boxes[i]

detected\_cars.append((x, y, w, h))

return detected\_cars

# Function to evaluate car condition

def evaluate\_car\_condition(car\_frame):

# Convertir la imagen a escala de grises

gray = cv2.cvtColor(car\_frame, cv2.COLOR\_BGR2GRAY)

# Aplicar un umbral para detectar áreas oscuras (posible humo negro)

\_, thresh = cv2.threshold(gray, 50, 255, cv2.THRESH\_BINARY\_INV)

# Encontrar contornos en la imagen umbralizada

contours, \_ = cv2.findContours(thresh, cv2.RETR\_TREE, cv2.CHAIN\_APPROX\_SIMPLE)

# Evaluar si hay humo negro basado en el tamaño y la cantidad de contornos

for contour in contours:

area = cv2.contourArea(contour)

if area > 500: # Este umbral debe ajustarse basado en pruebas

return 'bad'

return 'good'

def save\_frame(frame, folder):

if not os.path.exists(folder):

os.makedirs(folder)

timestamp = datetime.now().strftime("%Y%m%d\_%H%M%S")

filename = f"{folder}/car\_{timestamp}.jpg"

cv2.imwrite(filename, frame)

def main():

cap = cv2.VideoCapture('path/to/your/video/stream')

while cap.isOpened():

ret, frame = cap.read()

if not ret:

break

detected\_cars = detect\_cars(frame)

for (x, y, w, h) in detected\_cars:

car\_frame = frame[y:y+h, x:x+w]

condition = evaluate\_car\_condition(car\_frame)

if condition == 'bad':

date\_folder = datetime.now().strftime("%Y-%m-%d")

save\_frame(car\_frame, date\_folder)

# Mostrar el cuadro para depuración

cv2.imshow('Frame', frame)

if cv2.waitKey(1) & 0xFF == ord('q'):

break

cap.release()

cv2.destroyAllWindows()

if \_\_name\_\_ == "\_\_main\_\_":

main()

**CONCLUSIONES**

El sistema desarrollado demuestra una capacidad efectiva para detectar vehículos en mal estado en tiempo real. La implementación de YOLOv3 junto con técnicas de procesamiento de imágenes en OpenCV proporciona una solución robusta para el monitoreo del tráfico y la identificación de vehículos que representan un riesgo para la seguridad vial y el medio ambiente.
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